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How can we make Dialogue Evaluation metrics multilingual?

A) Finetune multilingual pretrained model

B) Translate everything and finetune

C) Prompt SoTA LLMs

D) Finetune using only the best translations 

Strong baseline!

Performs worse

Expensive

Our solution:

We found that, depending on the subquality and target language, the optimal 
amount of translated data for multilingual models can be as low as 5% and as 
high as 75%. 
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Does translation quality affect quality 
predictions?

This model is highly sensitive to low 
quality translations, since MT can 
affect the fluency of the response.

Negatively correlated

This model showed robustness when 
including more translations during 
training as MT typically translates 
context dependent keywords 
correctly. 

Weakly correlated


