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Discourse & Pragmatics: 
Theoretical Approaches for Dialogue Analysis

Theory of Speech Acts
(Searle, 1969)

Speaker’s intentions are embedded in the EDU.

DAMSL
Dialog Act Markup in Several Layers
James Allen and Mark Core (1997)

SWBD-DAMSL 
Switchboard Shallow-Discourse-Function Annotation
Dan Jurafsky, Liz Shriberg, and Debra Biasca (1997)

DiAML (ISO standard)
Dialog Act Markup Language

Harry Bunt, Michael Kipp, and Volha Petukhova (2009)

MIDAS
A Dialog Act Annotation Scheme for Open-Domain Human-Machine 

Spoken Conversations
Dian Yu, Zhou Yu (2019)

DDA (Dependency Dialogue Acts) Jon Z. Cai, Brendan King, Margaret Perkoff, et al. (2023)

Rhetorical Structure Theory
 (Mann, W. C., Thompson, S. A, 1978)

Relations between EDUs have to be defined and then characterized with a 
pragmatic class.

SDRT
Segmented Discourse Representation Theory: Dynamic 

Semantics with Discourse Structure
Alex Lascarides, Nicholas Asher (2016)



➢ 33 classes
➢ designed for analyzing casual conversations
➢ a hierarchical taxonomy including several layers of 

annotation 
➢ a topic-oriented taxonomy
➢ 5 functional dimensions

Speech Function Taxonomy



Speech Function Theory: Functional Dimensions



Motivation

➢ There is not enough data annotated using a multi-layer scheme.
➢ Discourse annotation with Large Language Models has not been researched 

enough.
➢ There are no strategies for prompting LLMs to perform complex discourse 

annotation.



Open moves define a new 
topic or a start of a dialogue 

React moves denote 
reactions to the previous 

utterances of other speaker

Sustain moves portray a 
topic development provided 

by the same speaker



Open moves define 
discourse patterns within a 

dialogue



Confront and  Support moves define 
negative or positive speaker’s 

feedback on the interlocutor’s previous 
utterances 



Design of Guidelines for Annotation

➢ Annotators answer simple questions about a previous utterance and a current one.
➢ A number of questions varies from a particular utterance and its communicative function in 

the dialogue. 
➢ All questions are provided with the examples.
➢ Gold standard (64 dialogs from DailyDialog) was annotated using these guidelines. 



Crowdsourcing: Annotation Process
➢ Toloka platform was used for crowdsourcing.
➢ All the crowdsourcers had an exam before 

annotation.
➢ All questions are provided with the examples.



Crowdsourcing
➢ The key criterion for recruitment was the successful 

completion of the test task assessing the annotators' 
labeling quality.

➢ Access to the test task was granted to those who 
previously passed the English language proficiency test on 
the Toloka platform.

➢ The largest number of annotators originated from Brazil 
and Egypt.



ChatGPT Annotation: Pipeline

Training Topic Shift 
Classifier

Experiments with 
Prompts

Hyperparameter 
evaluation

Annotation



ChatGPT Annotation: Direct Annotation



ChatGPT Annotation: Step-by-Step scheme



ChatGPT Annotation: Tree-like Scheme



ChatGPT Annotation



ChatGPT Annotation: Results



ChatGPT vs. Crowdsourcing vs. Experts:
Inter-annotator Agreement

Cut label: Sustain.Continue.Prolong
Full label: Sustain.Continue.Prolong.Extend

Conclusions

➢ Inter-annotator agreement between 
crowdsourcers for full labels is quite 
low.

➢ It is impossible to control the 
annotation quality to a full extend 
while crowdsourcing.

➢ ChatGPT performance is quite stable.



ChatGPT vs. Crowdsourcing vs. Experts



Conclusions & Future Work

➢ Experiments with ChatGPT have demonstrated the potential of using LLMs for 
linguistic annotation with accuracy that is close to crowdsourcing workers’ 
performance on some dialogs.

➢ Experts are needed for developing guidelines (prompts) and the validation of the 
annotation.

➢ Possible areas for the future work are: 
○ trying out other instruction-based models; 
○ conducting a more comprehensive selection of hyperparameters;
○ adding criticism steps to the current pipeline, enabling self-reflection and 

self-correction.
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