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“What’s the best approach for task-oriented dialogue generation?”

vs

FLAN-T5 GPT-4

Models: Datasets:

● MultiWOZ 2.2
● Taskmaster-2

User: I’m needing a train 
leaving on wednesday and 
arriving by 11:00.

Reference: Sure, where are you 
leaving from and traveling to?

Prediction: Certainly. Where will 
you be departing from?

Table: Evaluation of different models and variations in the MultiWOZ dataset.

Retrieval-only Flan-T5 (large) Flan-T5 (large) w/ retrieval GPT-3.5-turbo GPT-3.5-turbo w/ retrieval GPT-4 GPT-4 w/ retrieval
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✔ Few-shot prompting using retrieved 
possible answers works the best for task-
oriented dialogues.

✔ If training data is available and it does 
not differ much from the test data, a fine-
tuned generation model is better than 
GPT-3.5 and GPT-4.

✔ If the testing data differs from the training 
data, using a more general large 
language model and only fine-tuning the 
retrieval component is a better procedure.

Conclusions:
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