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Prompting, Retrieval, Training:
An exploration of different approaches for
task-oriented dialogue generation

Goncalo Raposo, Luisa Coheur, and Bruno Martins

“What’s the best approach for task-oriented dialoque generation?”
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Table: Evaluation of different models and variations in the MultiWOZ dataset.

Model Fine-tuned  ROUGEL-F1 BLEURT Co ne | us | ONS:

Retrieval-only - 0.1767 0.4022

Retrieval-only retrieval 0.2622 0.4762 _ _ .
Flan-T5 - 0.1456 0.3840 v Few-shot prompting using retrieved
Flan-T5 few-shot retrieval 0.1804 0.4036 possible answers works the best for task-
Flan-T3 generation 0.2795 0.4925 : :

Flan-T5 few-shot both 0.2976 0.5033 oriented dlalogues.
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GPT-4 o fewTRet e 0.1537 0.4581 not differ much from the test data, a fine-
GPT-4 few-shot retrieval 0.2532 0.4868 tuned generation model Is better than
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v If the testing data differs from the training
data, using a more general large
language model and only fine-tuning the
retrieval component is a better procedure.
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