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1. Introduction

o We present a system for augmenting LLM-based virtual
characters with long-term memories, enabling them to
remember facts about themselves, their world, and past
experiences.

e A memory-creation pipeline converts raw text into condensed
memories and a memory-retrieval system utilizes these
memories to generate character responses.

e Using a fact-checking pipeline based on GPT-4, our evaluation
demonstrates that the character responses are grounded Iin
the retrieved memories and maintain factual accuracy.
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{Character Description} Hello there! | am Amina Osei, a
scientist and advocate for
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desire to make a difference in
the world. | am motivated by
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and | strive to inspire and courage to chase their
empower others to chase their dreams and fulfill their
dreams and fulfill their potential potential.
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[MEMORY_29]. MEMORY_29: Amina is a

{LLM Instructions} resilient, determined,

User adaptable, and humble
- individual who values

relationships based on trust

and respect.
Virtuval Character

Figure 1: Memories for virtual Al characters: This figure illustrates how virtual character responses are generated.
When answering, characters have access to a list of relevant memories, a description of themselves, and the chat
history. Section 3 explains the proposed system in detail.

2. Proposed System

e When the user sends a message
,Q to the virtual character, a search
query for the needed information

IS generated.

‘ User Message

e Using this query, relevant

[ cratisoy |— auerycresr memories are retrieved by doing
multiple similarity searches and
Character Memory re-ranking the results.
QU simitrity Search e The re-ranking step allows for
. customization. E.g., memories are
=y Reraning prioritized based on a forgetting
— function.
e The response router chooses the
" appropriate response generation
Response Router strategy based on the context.
e Finally, an LLM (GPT 3.5) is used
R R i to generate the character
Generator 1 Tt Generator n reS po n Se.
e Interactions are later synthesized
Character — into new memories.
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3. Memory Creation

e Memories can be created from any raw text:

e The source text is split into chunks. Each chunk is
processed together with a summary of all previous chunks.

e Given a (chunk, context) pair, important facts/observations
are extracted using an LLM.

e Each fact/observation forms the basis of a new memory.
e Memory content: fact/observation, embedding, meta info.
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4. Evaluation

o We evaluate the groundedness of the character responses and
whether the provided references are accurate.

e To do so, we use a fact-checking pipeline based on GPT-4:

e A given character response is split into individual sentences.

e From each sentence, one or more claims are extracted.

e Each claim is checked against the information that was
available to the LLM when generating the character
response.

Virtual Character Response (GPT-3) Claim 1
Fact Checking Filtering
(GPT-4) (Manual)
Claimn E
Sentence i_/ _Q l |
[ Facts: ]

Memories, References, Bio

e Results suggest that the character responses are largely
grounded in memories, preserving integrity.

e However, the provided references were partially incorrect.

e Results were better when the LLM had no intrinsic knowledge
about the simulated virtual character.

Fact-checking results for Amina Osel

Using retrieved memories 89% 5% 5%
and character bio
Using only referenced 68% 14% 17%
memories
fully supported partially supported not_supported

Fact-checking results for Sherlock Holmes

Using retrieved memories 78% 14% 8% 1#/0
and character bio

Using only referenced 50% 20% 30%
memories

fully_supported partially_supported not_supported m== contradiction

Figure 5: Fact-checking results for the virtual character responses: Each horizontal bar shows the results for
different sources of truth as named on the left. The first category shows how grounded the character response is in
the available information, using an aggregation of all three fact-checking results. The second category shows how
good the LLM is at referencing which information it uses. Note that some percentage counts do not add up to 100
due to rounding.
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