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1. Data-to-text generation
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Generating Court Dockets Descriptions using Neural Networks



Court Dockets



Court Dockets

“John Doe pleaded guilty to failure to 
comply with an order and mischief to 
property on October 1st, 2015.”
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2. Dataset

931 training examples, 424 test examples
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Accusation: Provision 320.14 (1) a)

Every person commits an offence who :
(a) operates a conveyance while his or her ability to drive is 
impaired to any degree by the effect of alcohol or a drug or 
by the combined effect of alcohol and a drug;

Plea

Pleaded not guilty

PER pleaded not guilty on a count of impaired driving and 

was declared guilty.

Decision

Declared guilty

Table values

Reference



3. Human evaluation

Neural Networks are known to omit and/or hallucinate facts
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3. Human evaluation

Legal accuracy scale
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Legal accuracy scale

1. Theme: some provisions are similar to others (e.g. Trafficking in substance 
≅  Possession for purpose of trafficking ≇ Driving under the influence)

■ Position on the scale

2. Precision (factual errors):

○ Hallucination: Anything not supported by the table

○ Omission: Table value not verbalized

■ Points on the scale



3. Human evaluation

We trained 3 models with different priors;

1. LSTM from scratch (no prior)

2. BARThez (language prior)

3. CriminelBART (language and domain prior)
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3. Human evaluation

Poor generalization to unseen 

provisions
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4. Guided Beam Search
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4. Guided Beam Search

22

Based on the constrained beam search of Hafez (Ghazvininejad et al., 2017)
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Based on the constrained beam search of Hafez (Ghazvininejad et al., 2017)

omission
reward
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Based on the constrained beam search of Hafez (Ghazvininejad et al., 2017)

omission
reward

hallucination
penalty



4. Guided Beam Search
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We need two models, one that predicts the number of omissions, another that 

predicts the number of hallucinations



4. Guided Beam Search
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To this end, we create a new training dataset from the original training data 
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4. Guided Beam Search
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Automatic Evaluation



4. Guided Beam Search
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Human Evaluation

1. We gathered 45 unseen provisions from the Criminal Code

2. Asked 3 students from the faculty of law to evaluate the generation w.r.t. 

to the evaluation guidelines using the legal accuracy scale
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4. Guided Beam Search
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Applied on WebNLG
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Applied on WebNLG



4. Guided Beam Search
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Applied on WebNLG



Conclusion

1. Guided beam search algorithm enables a better exploration of the 

generation tree

2. By predicting the number of omissions/hallucination, offers a level of 

interpretability
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