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Motivation

1. Dialogue scenarios starting from chit-chat but eventually
switching to task-oriented.

2. Detect the implicit user intention of using some task-related 
services and proactively bridge the connection from CC to TO 
through generating a transition sentence (red).

3. Benefical for commercial SDSs to proactively offer or sell their 
task-related services. 

Transition Info Extractor (TIE)

1. Adapted from the pre-trained RoBERTa, TIE model is built as a NLU
model to predict transition domain, transition slot and extract
transition value.

2. Jointly modelling slot filling sequence using conditional random fields 
(CRFs) highly improves the performance of TIE model.

Transition Sentence Generator (TSG)

1. By fine-tuning the pre-trained GPT-2, we leverage the entire 
FuseChat dataset to train the unified GPT-2 that can reply to both 
CC and TO user requests.

2. Through leveraging Adapter tuning and Prompt tuning, TS 
Adapter layers are integrated into the unified GPT-2 and 
extracted transition information are converted into Prompt 
tokens to enable the transition sentence generation.

3. Two different transition Prompts are utilized, one only including 
transition domian, the other including transition domain/slot/ 
value. 

Overall Architecture 

Transition Sentence Augmentation
1. Augment 215 Prepended FusedChat dialogues with a domain

guided and a domain-slot-value guided transition sentence
respectively.

2. Collect transition sentence templates for different domains 
and different domain-slot pairs respectively.

3. Randomly asssign templates to the remaining unannotated 
Prepended FusedChat dialogues.

Performance Comparison of TIE models

Performance Comparison of Generation models


