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• How to generate high-quality captions 

for scientific figures?
 

○ Existing vision-based approaches fail to 

generate reasonable captions.
 

○ A huge portion of the captions in real-

word data are poorly written.
 

○ What do a “high-quality” caption need?
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Introduction
Target Figure

Figure 2: WER improvement with 

budget–based data selection

Author-Written Caption

Any other information we can use?



• YES!
 

With Awesome-Alignment, we found 

that 75% of the information in the 

caption can be identified in the 

figure-mentioning paragraphs.
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Introduction

Figure-mentioning texts contain 

75% of the information needed to 

create a caption!
How about solving it as a 

summarization task?



• We formulate the scientific figure captioning task as a 

summarization task, and it works!
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Introduction



• We trained a Pegasus model, taking figure-mentioning paragraphs 

as the input and generate the caption.

• All the experiments were conducted on SciCap dataset.

• Pegasus with Paragraph+OCR outperforms vision-based approaches!
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Automatic Evaluation
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How do human feel?

PegasusP+O+B: Pegasus model but trained on caption with 

better quality (captions longer than 30 tokens).

Mturk Study on selecting “which one is the worst?” Domain Expert Study on ranking 

“which one is the best”

• The Mturk study indicates that vision-based model performs 

significantly worse.

• The domain expert study indicates PegasusP+O+B is ranked similarly 

to ground-truth captions.



• Scientific figure captioning task can be solved via 

text summarization.
 

• Handling the low-quality captions in the dataset is challenging

and will be something we should explore next.
 

• Filling the missing 25% information will probably still require 

the information from figures.
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Conclusion



Thanks! Please refer to our 

paper for more information.
 

https://arxiv.org/abs/2302.12324
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