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GPT-3’s Training Data Languages*
(OpenAI, 2020)

*based on character counts



GPT-3 for Low-Resource Languages

GPT-3’s Performance in Catalan 
(Armengol-Estapé et al., 2021)

Figure by University of Ottowa (n.d.) 



Research Question
Limited research in general on NLG in Danish

No published research exists on GPT-3’s capabilities in Danish

We investigate whether GPT-3 
can be fine-tuned to produce 
Danish synthetic news articles 
that are indistinguishable to real 
news articles.

[A] Human Detection: Can 
untrained human participants 
distinguish between real and 
synthetic articles in an 
experimental setting?

[B] Machine Detection: Can 
machine classifiers be trained to 
distinguish between real and 
synthetic articles?

Inspired by similar framework by 
Ippolito et al. (2020)
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Text Generation 
with GPT-3



(Moore et al., 2022)
Assessing students’ short 

answer questions

(Zong and Krishnamachari, 2022)
Extracting equations from 

math word problems

(Chen et al., 2021)
Codex: Solving various 

coding tasks

Fine-Tuning GPT-3
Previous Examples of Performance Enhancements

(Borchers et al., 2022)
Writing less biased job 

advertisements



Fine-Tuning GPT-3
How our Danish News Writing Model was Fine-Tuned

Using 1209 real news articles 
from a Danish news site 
(TV2.dk)

Example

Prompt Headline + 
Subheading

Threatened Danish small 
animals delay giant project 
across Denmark. The 
Complaints Board demands 
new environmental studies 
before natural gas pipeline 
can be completed.

Completion
First 100-150 

words of 
article body

Consideration for endangered animal 
species such as hazel dormice, birch 
mice, and bats in Denmark is now 
temporarily hindering a massive 
natural gas project that aims to 
supply Poland with natural gas from 
Norway. The Environmental and Food 
Appeals Board has annulled the 
project’s environmental permit, 
thereby halting the construction 
work of the Baltic Pipe pipeline (...)



Generating Synthetic News Articles

Frequency and Presence Penalty 
Penalizing the sampling of 
repetitive tokens 

Temperature: Sampling Tokens
Set to 0 as high temperatures lead 
to the model “taking more risks”

Setting Generation Parameters 



Generating Synthetic News Articles

“A second and a third morning, Naser Khader [Danish 
politician] has stood up in parliament and yelled ‘F*ck’ to 
the Environmental Committee. Secondly, he has not slept in 
parliament for two days, he explains (...) And thirdly, Khader 
drank a double-espresso for lunch a single time, as far as 
he recalls.”

Not Ideal….

Generation with a Temperature of 1

(Original text in Danish, English translation displayed)



Experiment A 
Human Detection
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Can untrained human participants distinguish 
between real and synthetic articles in an 
experimental setting?



[A] Experimental Design

 120 participants
Danish native speakers

16 articles
Assessed by each participant

(8 real and 8 synthetic)

 96 articles 
In total 

Each article 
assessed by 20 participants



[A] Experimental Design

[2] Confidence measure

[1] Binary question

[3] Language & factual errors
Inspired by the SCARECROW framework (Dou 

et al., 2022)

(Note that the article body in the figure is synthetically generated)

[0] Formatting the appearance 
to resemble a news article

Illustration of a trial 

(Original text in Danish) 



[A] Results

1. Overall Classification Accuracy: 58.1% 
(Based on 1920 classifications)

2. None of the 96 articles were 
exclusively classified correctly / 
incorrectly

3. None of the 120 participants answered 
correctly on all articles they saw

4. Domain expertise enhanced 
performance slightly

KEY RESULTS



[A] Results



Experiment B 
Machine Detection
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Can machine classifiers be trained to distinguish 
between real and synthetic articles?



(Half real news articles & other 
half synthetic GPT-3 articles)

[B] Constructing Classifiers

SIMPLE CLASSIFIERS
(Logistic Regression)

BOW

TF-IDF

FINE-TUNING BERT
(Norwegian NB-BERT)

BOW figure originally by Zhou (2019) 

Fine-Tuned on on 1218 articles 
Training 75%, Validation 25%



[B] Classification Accuracies

The same 96 articles for both human [A] and 
machine detection [B]

BERT (fine-tuned) with 92.7% accuracy

But … even the simple baseline models BOW and 
TF-IDF performed much better than humans 

(80.2% accuracy versus 58.1%)

WHAT WAS BEST?

TEST DATA?

Machine detection of the fine-tuned GPT-3 
model was possible to a great extent !

CONCLUSION?



[B] Classification Accuracies

17 out of 20 human participants classified as Real
(Original text in Danish) 



05 Limitations 

1. Zero temperature sampling → 
oversamples high-likelihood tokens

2. Humans received no training, 
classifiers were trained on +1000 labelled 
examples

3. Humans saw real headings and 
subheadings → evoked familiarity?

DESIGN CHOICES FAVORING 
MACHINE DETECTORS

1. Shortened articles → not comparable 
to a real-world context.

2. Useless generations? Inferring factual 
information from just a headline requires 
additional context in reality.

GENERALIZABILITY OF THE 
STUDY



05 Main Takeaways 

GPT-3 can be fine-tuned to 
produce Danish synthetic news 
articles that are virtually 
indistinguishable to real news 
articles for humans.

OUR STUDY SHOWS that … 

BUT … the human eye is not 
all-seeing! 

Constructing a machine detector for 
the same task, reveals that machine 
detection of GPT-3 was possible to a 
great extent

Likely related to underlying 
flaws in GPT-3’s article 
generations

Different design could make 
results more favorable for 
humans
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