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Synthetic dataset: Pros/cons
+ Possibility to generate many versions of 
the data
+ Parallel data in several languages
+ Quality of intermediate representations
- Variety and quality of texts is limited

Directed acyclic 
graphs

Evaluation of the data quality

Manual assessment of the quality of:

1. 30 PredArg data points (corresponding to 30 texts):
66.7% of data points without error

2. 30 SSynt-Pro data points (corresponding to 30 texts)
93% of data point without error

3. ~180 Texts (from WebNLG 2020)
a. Data coverage 95.3 (human-written 95.5)
b. Relevance 94.6 (94.1)
c. Correctness 93.6 (93.4)
d. Text structure: 87.0 (91.2)
e. Fluency 82.7 (88.1).

Why this dataset?
1. Splitting generation in substeps 

recently gave good results.
2. There is no rich modular dataset 

for D2T.
What for

● Learning NLG/NLU modules with any 
pair of levels.

● Make possible combinations of modules 
of different implementations

● Teaching, etc.

Future work
1. Create data for more languages: Irish, Spanish, French, etc.
2. Create variants of the dataset:

a. with or without optional modules (* in table above).
b. using different lexicalisations.
c. using some ML modules to improve fluency (e.g. for Text 

Planning)

Dependency 
trees

Chains

DSynt

SSynt

SSynt-Agg

SSynt-Pro

PredArg

PredArg-Agg

PredArg-Lex

PredArg-Th

DMorph

SMorph

How was this dataset built?
We run the FORGe rule-based generator 
on the  WebNLG dataset and cleaned all 
intermediate layers.
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10 intermediate representations in CoNLL-U format below: DAGs, DGs, Chains

The layers of our dataset

Total Nodes (N) and 
Sentences (S) per layer

Average Nodes (N) and 
Sentences (S) per layer
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