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Abstract

In various scenarios, such as conference oral
presentations, company managers’ talks, and
politicians’ speeches, individuals often con-
template the potential questions that may arise
from their presentations. This common prac-
tice prompts the research question addressed in
this study: to what extent can models generate
multiple questions based on a given presenta-
tion transcript? To investigate this, we conduct
pilot explorations using earnings conference
call transcripts, which serve as regular meet-
ings between professional investors and com-
pany managers. We experiment with different
task settings and methods and evaluate the re-
sults from various perspectives. Our findings
highlight that incorporating key points retrieval
techniques enhances the accuracy and diversity
of the generated questions.

1 Introduction

Preparing for an oral presentation is a common task
in various domains, particularly in professional set-
tings. For instance, researchers who have had their
papers accepted at conferences need to deliver ei-
ther an oral or poster presentation to share their
findings with fellow researchers. Politicians must
prepare for debates during election periods, while
company managers are required to deliver speeches
to update investors on company operations. When
crafting their presentation drafts, a fundamental
concern arises: what kinds of questions might the
audience ask? This paper introduces a novel task,
Multi-Question Generation (MQG), to assist pre-
senters in preparing for Q&A sessions.

Diverging from previous studies that predomi-
nantly focused on one-to-one question generation
tasks (Du et al., 2017; Song et al., 2018), the pro-
posed MQG task is a one-to-many question gener-
ation task. In other words, after the presentation,
audiences typically pose multiple questions. Ta-
ble 1 showcases examples of one-to-one question

Presentation
Good day, and welcome to the Apple Q4 fiscal year 2022 earn-
ings conference call. . .
One-to-One Question Generation
Condition: gross margin
Can you talk a bit about gross margin puts and takes?
Proposed MQG
1. Can you talk a bit about gross margin puts and takes?
2. How you think about balancing the consumer price versus
your own costs and kind of the associated follow-through?
3. Any preliminary thoughts around capital intensity into fiscal
2023?

Table 1: Examples of one-to-one question generation
and the proposed MQG.

generation and the proposed MQG task. The objec-
tive of the one-to-one question generation task is to
generate a question based on a given condition (e.g.,
gross margin). In contrast, the proposed MQG task
aims to generate multiple possible questions con-
currently. We argue that exploring question genera-
tion tasks in a one-to-many setting closely aligns
with real-world scenarios. However, the one-to-
many setting also presents numerous challenges
and research questions, including:

1. Retrieving Keypoints from Long Docu-
ments: Language model limitations prevent
the entire speech draft from being inputted
into the models. This raises the research ques-
tion of identifying which parts of the speech
are important and likely to prompt questions.
Consequently, keypoint retrieval becomes a
crucial aspect for question generation. Can
these keypoints improve the performance of
the MQG task?

2. Task Setting: Differing from the one-to-one
task setting, which involves generating one
question given a passage and a condition, the
proposed MQG task requires generating mul-
tiple questions. This leads to the following
research questions: Can models generate all
questions at once? Does generating questions



sequentially yield better results?

3. Evaluation: As previously generated terms
can influence the output of models, evaluating
the accuracy and diversity of the generated
questions becomes challenging. Specifically,
can models generate several questions on the
same topic, or can they generate questions
from different perspectives?

To investigate these research questions, we col-
lect earnings conference call transcriptions, regular
meetings between company managers and profes-
sional analysts. Our aim with the proposed MQG
task is to generate questions similar to those posed
by analysts after listening to managers’ presenta-
tions. We provide the collected dataset for future
research endeavors.

To address these research questions, we propose
the MQG-KR approach, combining MQG with
Keypoint Retriever (KR). Keypoints are retrieved
using BERT, enhancing question generation perfor-
mance. We explore two task settings: generating
all questions simultaneously and generating ques-
tions sequentially. Preliminary evaluations show
that the MQG-KR approach improves the diversity
of generated questions.

2 Related Work

Generating good questions is a challenging task
for both humans and machines. Previous stud-
ies have primarily focused on one-to-one question
generation, often centered around generating ques-
tions for reading comprehension tests. Heilman
and Smith (Heilman and Smith, 2010) introduced
syntactic transformations to convert given state-
ment sentences into questions. Jia et al. (Jia et al.,
2020) improved performance by incorporating a
paraphrase module into their model. Wang et al.
(Wang et al., 2020) generated questions based on
the knowledge graph path of the input sentence.
Song et al. (Song et al., 2018) matched given an-
swers and paragraphs to augment context informa-
tion for question generation.

In contrast to previous studies focusing on gener-
ating questions for machine reading comprehension
tests, our work proposes generating questions in
live presentations. There are distinct differences be-
tween these tasks. Questions for machine reading
comprehension tests inquire about content, with
most answers explicitly provided within the text.
Complex questions may require some common
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Figure 1: Overview of the proposed MQG-KR.

sense inference. However, professional analysts
posing questions during presentations will not ask
for information already provided; instead, they seek
clarification or further explanation (Palmieri et al.,
2015). Consequently, models generating such ques-
tions must first identify unclear or insufficiently de-
tailed portions of the presentation. Although earn-
ings conference calls have been widely studied for
various tasks such as stock movement prediction
(Medya et al., 2022), volatility forecasting (Qin
and Yang, 2019; Sawhney et al., 2020), and sum-
marization (Mukherjee et al., 2022), the question
generation task has received little attention. Thus,
our paper aims to fill this research gap by providing
an initial exploration of question generation from
earnings conference calls.

3 Method

Approach comparison is illustrated in Figure 1,
highlighting two key distinctions between the pro-
posed MQG-KR and previous approaches. Firstly,
instead of providing the answer (condition) as input
to the models, the proposed approach identifies key-
points that are likely to prompt questions from the
audience and generates questions based on these
keypoints. Secondly, while previous studies pri-
marily focused on generating a single question,
the proposed MQG-KR aims to generate multiple
questions. In this section, we present two mod-
ules within the proposed MQG-KR framework: the
Keypoint Retriever and the Question Generator.

3.1 Keypoint Retriever
As highlighted in Section 1, the length of the en-
tire presentation exceeds the input capacity of most
models. Additionally, not all sentences within the
presentation hold investment-related significance,
and professional analysts may not base their ques-



tions on these unimportant sentences. For instance,
the greeting sentences in Table 1 do not provide
valuable information to investors and may intro-
duce noise to the models. To address this concern,
we propose a keypoint retriever to refine the input.

Ideally, manual annotations for keypoints would
be beneficial. However, the process of manual an-
notation is both expensive and time-consuming.
Moreover, annotators without financial back-
grounds may find it challenging to identify relevant
keypoints. Therefore, we leverage the managers’
answers to pinpoint the related section in their pre-
sentation. Specifically, we employ BM25 (Robert-
son et al., 2009) to calculate the similarity between
the answer and each sentence in the presentation.
Subsequently, we select the top-5 most similar sen-
tences as the keypoints. This approach allows us
to obtain fuzzy annotations for keypoints. Impor-
tantly, this process is applied solely to the training
data, ensuring there are no issues related to data
leakage. Once the keypoint labels are established,
we train a classifier to identify the keypoints within
the presentation, enabling the generation of ques-
tions based on these keypoints. For the keypoint
retriever, we employ BERT (Devlin et al., 2019).

3.2 Question Generator

Our objective is to assess the effectiveness of the
proposed approach, MQG-KR, in the novel task of
Multi-Question Generation (MQG). We employ
the well-performing generative model, FROST
(Narayan et al., 2021), as our question generator.
During the training process of FROST question
generator, the entity chain of the presentation and
questions is provided. In the inference (test) pro-
cess, the models are required to generate both the
entity chains and the questions. This approach has
shown promise in abstractive summarization tasks
(Narayan et al., 2021). In this paper, we present an
initial exploration of FROST in the context of the
one-to-many question generation task.

4 Experiment

4.1 Dataset

We compile a dataset of 995 transcriptions of earn-
ings conference calls obtained from Seeking Al-
pha1. This dataset encompasses presentations from
18 different companies. During these 995 earnings
conference calls, a total of 32,115 questions were

1https://seekingalpha.com/earnings/
earnings-call-transcripts

asked. On average, each presentation received ap-
proximately 32 questions from the audience. In our
task setting, models are required to generate multi-
ple questions based on the provided presentation.
We split the dataset into an 80% training set and a
20% test set for evaluation purposes, respectively.

4.2 Baselines
In addition to the vanilla FROST model, we con-
sider two other baselines: Longformer (Beltagy
et al., 2020) and LongT5 (Guo et al., 2022). These
models are specifically designed to handle longer
documents. Longformer employs sparsity in the
attention matrix and utilizes a global and sliding
window approach for encoding longer sequences.
On the other hand, LongT5 is an extension of the
T5 model (Raffel et al., 2020) and adopts a sim-
ilar approach to Longformer. Notably, LongT5
has demonstrated superior performance compared
to Longformer across six summarization datasets
(Guo et al., 2022).

4.3 Evaluation
We employ the ROUGE-L score for evaluating
the generated results (Lin, 2004). Additionally, as
the proposed MQG task involves generating mul-
tiple questions, we propose two additional evalua-
tion metrics, namely ROUGE-AMG and ROUGE-
AMR, to assess the results from different perspec-
tives. Each generated question (GQi) is assigned a
list of ROUGE-L scores (GLi) with each reference
question (ground truth).

ROUGE-AMG is calculated using the following
equation:

ROUGE −AMG =

∑N

i=1
max(GLi)

N
, (1)

where N is the number of generated questions.
ROUGE-AMG measures the extent to which the
generated question is similar to the reference ques-
tion.

On the other hand, we also evaluate the results
from the perspective of reference questions using
the ROUGE-AMR metric. Each reference question
(RQj) receives a list of ROUGE-L scores (RLj)
with each generated question. ROUGE-AMR is
calculated as follows:

ROUGE −AMR =

∑M

j=1
max(RLj)

M
, (2)

where M is the number of reference questions.
As mentioned in Section 1, models may generate

questions on the same topic by merely rephrasing

https://seekingalpha.com/earnings/earnings-call-transcripts
https://seekingalpha.com/earnings/earnings-call-transcripts


Question Generator Max Input Length ROUGE-L (↑) ROUGE-AMG (↑) ROUGE-AMR (↑) Diversity (↓)

Baseline
Longformer 4,096 19.37 18.21 15.54 100.00%
LongT5 4,096 20.48 19.23 15.37 100.00%
FROST 1,024 23.08 22.20 17.95 100.00%

MQG-KR
LongFormer 4,096 24.26 21.82 18.29 96.48%
LongT5 4,096 24.43 22.65 18.66 96.48%
FROST 1,024 26.93 25.79 21.33 95.47%

Table 2: Experimental results. ↑ and ↓ denote the higher the better and the lower the better, respectively.

ROUGE-L
DialogueVED 22.08
PLATO 22.13
MQG-KR (FROST) 26.93

Table 3: Results of sequential generation.

the question. However, since our goal is to gen-
erate diverse questions that could potentially be
asked, we further evaluate the diversity by exam-
ining whether the most similar reference question
for each generated question is the same or not. We
calculate the ratio based on the maximum number
of questions similar to the same reference question.
Therefore, from a diversity perspective, a lower
ratio is considered a better evaluation metric.

4.4 Experimental Results

The experimental results are presented in Table 2.
Firstly, we observe that the proposed MQG-KR
consistently yields improved performance across
different question generators. These findings em-
phasize the significance of the keypoint retriever
in the context of the proposed MQG task. Sec-
ondly, despite FROST having a shorter maximum
input length compared to the other two models, it
achieves the best performance among the baselines.
This outcome may be attributed to the design of the
entity chain prediction task within the decoder com-
ponent, indicating the importance of entity chains
in the proposed MQG task. Lastly, with respect
to diversity, we find that all questions generated
by the vanilla question generators pertain to the
same topic. Conversely, the proposed MQG-KR
models exhibit the ability to generate a wider range
of diverse questions. Notably, MQG-KR combined
with FROST demonstrates the highest diversity per-
formance based on the evaluation conducted.

4.5 Sequential Generation

In earnings conference calls, analysts typically ask
questions one by one, with later questions often
following up on the previous ones. To simulate this
process, we also experiment with a sequential ques-

tion generation setting. After generating a question,
it is then used as input to the question generator to
generate the subsequent question. For the sequen-
tial setting, we employ two well-performing dia-
logue generation models: PLATO (Bao et al., 2020)
and DialogueVED (Chen et al., 2022). PLATO
utilizes discrete latent variables to address one-to-
many problems, while DialogueVED incorporates
a multi-task pre-finetune process to enhance gen-
erated results and employs continuous latent vari-
ables for one-to-many generation tasks.

The experimental results are presented in Ta-
ble 3. First, PLATO outperforms DialogueVED
in the MQG task. Second, the performance of
the models in the sequential generation setting falls
short of FROST and the proposed MQG-KR, which
operate under the simultaneous generation setting.
However, since the models are designed for dif-
ferent purposes, we refrain from determining the
best-performing model. Our aim in this paper is
to explore the proposed MQG task from various
perspectives, sharing our findings and establishing
baselines for future studies.

5 Conclusion

This paper introduces the novel task of MQG and
explores its potential applications in generating
multiple questions based on a given presentation
transcript. Our experiments demonstrate that incor-
porating a keypoint retriever improves the accuracy
and diversity of the generated questions. This re-
search contributes to the fields of NLP and Infor-
mation Retrieval (IR) by offering insights into the
MQG task and its relevance in various scenarios.

Our findings provide a valuable starting point
for future research in MQG. By better anticipating
and preparing for question and answer sessions,
presenters can benefit from the generated questions.
We believe that this work stimulates further dis-
cussions, advancements, and collaborations in the
exciting field of Multi-Question Generation, driv-
ing the development of more effective and efficient
question generation models.
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Limitations

One limitation of this work is the focus on a specific
application scenario, namely earnings conference
calls, while only mentioning other real-world pre-
sentation and QA scenarios. Acquiring transcrip-
tions for conference oral presentations or numerous
meetings can be challenging and resource-intensive.
Although video recordings may be available, the
transcription process is time-consuming and costly.
Moreover, data from politicians’ debates are rela-
tively scarce compared to earnings conference call
data, as elections are not held every year. In con-
trast, quarterly earnings conference calls yield four
transcriptions per company annually. Future stud-
ies can either develop new methods utilizing the
proposed dataset or explore MQG tasks using al-
ternative resources. This paper aims to serve as
a starting point for the IR and NLP communities
to delve into MQG tasks by improving keypoint
retrieval performance and enhancing the ability to
generate insightful questions.

Furthermore, we propose a more granular future
direction for MQG. Subsequent work can involve
annotating questions based on the question taxon-
omy proposed by Palmieri et al. (Palmieri et al.,
2015). This taxonomy classifies analysts’ ques-
tions into three levels, each comprising two to six
labels. We believe that incorporating these labels
can aid in automatically understanding analysts’
questions and generating high-quality questions.
Additionally, future research can explore assisting
presenters in preparing answers for the generated
questions, thereby progressing towards the devel-
opment of a Q&A session tutor or assistant. This
work highlights the significance of not only NLP
techniques but also the relevance of IR considera-
tions in this application domain.
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