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Abstract

Clickbait posts are a widespread problem in the
webspace. The generation of spoilers, i.e. short
texts that neutralize clickbait by providing in-
formation that satisfies the curiosity induced
by it, is one of the proposed solutions to the
problem. Current state-of-the-art methods are
based on passage retrieval or question answer-
ing approaches and are limited to generating
spoilers only in the form of a phrase or a pas-
sage. In this work, we propose an ensemble of
fine-tuned large language models for clickbait
spoiler generation. Our approach is not limited
to phrase or passage spoilers, but is also able
to generate multipart spoilers that refer to sev-
eral non-consecutive parts of text. Experimen-
tal evaluation demonstrates that the proposed
ensemble model outperforms the baselines in
terms of BLEU, METEOR and BERTScore
metrics.

1 Introduction and related works

Catchy headlines or social media posts designed
to entice users to click, known as clickbait, are
widespread on the internet. Although they often
increase website traffic and generate revenue, they
usually fall short of readers’ expectations, wasting
their time and causing disappointment (Molyneux
and Coddington, 2020).

To deal with this problem, Rubin et al. (2015)
proposed the clickbait detection task, which re-
ceived some research attention (Potthast et al.,
2016; Chakraborty et al., 2016). More recently,
Hagen et al. (2022a) found that clickbaits can be
neutralized by providing short texts that clarify
what the reader can expect from the linked article,
often making the clickbait uninteresting. They de-
veloped corpora of clickbait spoilers and classified
them into three types: phrase spoilers (containing
a single word or a short phrase), passage spoilers
(a few sentences at most), and multi-part spoilers

type clickbait spoiler
phrase You’re missing

this major way to
save money

promotional
code

passage Scientists unearth
big surprise near
celebrated pyra-
mids

remains of a
bustling port
and barracks for
sailors or troops

multi This is what RE-
ALLY happens
when you don’t
brush your teeth

Bad breath,
Coronary heart
disease, Bleed-
ing gums, (...)

Table 1: Abbreviated examples of spoilers and clickbaits
from Webis-Clickbait-22 corpus (Hagen et al., 2022a)

(containing many non-consecutive phrases and/or
passages). See the examples in Tab. 1.

Hagen et al. (2022a) also experimented with 20
approaches for clickbait spoiler generation, which
were based on passage retrieval or extractive ques-
tion answering algorithms. However, all of these
methods were only evaluated on phrase and pas-
sage spoilers, as they are not suitable for generating
multi-part spoilers and their generation requires a
specialised approach.

In this work, we demonstrate that all three types
of spoilers can be effectively generated by means
of conditional language generation with large lan-
guage models. We put forward a simple yet effec-
tive proposal of an ensemble of LLMs that selects
the final spoiler by exploiting learning-to-rank tech-
niques. Finally, we verify the performance of the
proposed approach and investigate the possibility
of combining it with previously developed methods
that provide phrase and passage spoilers.



2 Ensemble of LLMs for clickbait spoiler
generation

The task of clickbait spoiler generation is defined
as follows. For a given clickbait text c, the content
of the linked article a and the requested spoiler
type t, generate a textual spoiler s whose goal is
to make the clickbait c uninteresting for the user
by providing the additional information from the
referred article a. The possible types of spoilers t
are phrase, passage, and multi-part.

In this paper, we propose an ensemble of lan-
guage models for clickbait spoiler generation. The
proposed approach consists of three steps: convert-
ing the text of a clickbait c into a question q, gen-
erating candidate spoilers from various prompted
large language models, and finally selecting the
final spoiler by a trained scoring model.

2.1 Converting clickbaits to questions

Clickbaits usually take the form of declarative or
exclamatory sentences. In contrast, question an-
swering, which is one of the most related tasks ac-
cording to related works, naturally deals with prob-
lems structured as interrogative sentences. Due to
their popularity, QA datasets are often used as a
part of LLMs’ (pre)training sets, enabling better
knowledge transfer for these tasks. Therefore, to
better exploit knowledge acquired by LLMs dur-
ing pretraining, we convert each clickbait into a
question before passing it for further processing.

The conversion is made in a zero-shot fashion
using the recent Vicuna language model (Chiang
et al., 2023). For each clickbait c, we construct
the following prompt: ”Below is a sentence from
which write a question.\n Sentence: c \n Ques-
tion:”, where \n is the sign of a new line. The
resulting question q is generated by initializing the
language model with the prompt and completing
the text with the greedy search algorithm until the
sign of a new line is generated.

2.2 Generating spoilers with LLMs

The next step of our approach is to use a set of
different pretrained language models to produce a
diversified set of spoiler candidates.

Each component of our ensemble is fine-tuned
on the standard language modeling task using an
adapter-based approach LoRA (Hu et al., 2021).
Such transfer learning approaches allow parameter-
efficient fine-tuning by leaving all the pretrained
weights unchanged and modifying the model op-

erations by adding shallow, trainable feed-forward
networks between the transformer layers. The re-
sults of these feed-forward networks are incorpo-
rated into the transformer architecture by adding
their output to the output of successive transformer
layers. Such fine-tuning approaches have proven
to be well-suited for relatively small supervised
datasets like ours (Houlsby et al., 2019).

In order to create training corpora for the lan-
guage modeling task, each training example was
converted to a textual form by filling in the hand-
designed prompt template: ”Below is a question
paired with a context for which you should gener-
ate an answer. Write an answer with type t that
appropriately completes the question.\n Question:
q \n Context: a \n Answer: s\n ”. During training,
cross-entropy loss was optimized, i.e.

−
n∑

i=1

logP (wi|w1, w2, ..., wi−1)

where wi is the i-th token of the filled template
and n is its length. During testing, standard greedy
decoding was used to retrieve the clickbait spoiler.

2.3 Selecting the final spoiler with scoring
model

After generating several clickbait spoiler candi-
dates, the final step of the approach is to select
the most appropriate spoiler by running a trainable
model that evaluates them. This problem can be
viewed as a learning-to-rank problem (Liu, 2009),
where our goal is to construct the ranking of spoiler
candidates and later select the best candidate i.e.
the spoiler at the top of the ranking. We experiment
with two popular learning-to-rank approaches: 1) a
pointwise approach, which assigns a score to each
candidate and later uses it to sort the list of candi-
dates. 2) a pairwise approach, which compares all
pairs of candidates and decides which spoiler from
the pair is more suitable.

2.3.1 Pointwise approach
To evaluate each candidate, we develop a regressor
that tries to predict the value of BLEU score for
each spoiler. As a regressor fine-tuned DeBERTa
model (He et al., 2021) with one linear layer on top
of CLS token is used. The input to the model con-
sists of a question (clickbait) q, candidate spoiler
s, and article a, separated by the sign of a new line
and concatenated into one input text. The output of
the model is the predicted BLEU score.



The training data for the regressor was generated
by running all the LLMs used in the ensemble on
the training data and evaluating their BLEU score
against the available gold standard. During training,
the classical sum of squared errors was optimized.

2.3.2 Pairwise approach
The second method considered for selecting the
best spoiler among the candidates is the pairwise
approach. This approach relies on a classifier that,
for a given pair of spoiler candidates, decides which
of them is more suitable. More specifically, the
BERT-based classifier receives the same input as
in the pointwise approach, but with two spoiler
candidates s1 and s2. The output of the binary
classification model is 1 if s1 is better than s2 in
terms of BLEU, and 0 otherwise.

The classifier is trained on the generated data as
follows. First, all LLMs used in the ensemble were
run on the training set, generating a collection of
spoiler candidates for each clickbait. Later, all pos-
sible pairs from each collection were considered
and converted into binary classification instances
by comparing the BLEU scores of the candidates.
The pairs containing spoilers with BLEU= 0 or
pairs containing identical spoilers were removed
from the training data. During training, the stan-
dard cross-entropy loss was optimised.

3 Experiments

We have performed computational experiments
aimed at verifying the effectiveness of ensembling
LLMs with pointwise and pairwise rankers, and
comparing its effectiveness with the previous SOTA
methods based on question answering. In addition,
we also investigate the possibility of combining the
previous QA approaches, which are best suited for
passage and phrase spoiler types, with the proposed
approach for multi-part spoilers.

3.1 Experimental setup
We experiment with an ensemble of three fine-
tuned LLMs, which were constructed from two
pretrained models: LLaMA (Touvron et al., 2023)
and Vicuna (Chiang et al., 2023). Both of these
models are open-source and were fine-tuned us-
ing the prompt described in Sec. 2.2. However,
we observed additional improvements with Vicuna
model while using specially tailored prompts for
each spoiler type separately (see appendix), there-
fore we also report the results of this fine-tuned
model and use it as a part of the ensemble.

The obtained results were compared against the
performance of two extractive QA approaches,
which on top of pretrained encoder perform be-
gin/end span classification1. These approaches
are based on RoBERTa (Liu et al., 2019) and De-
BERTa (He et al., 2021) models since among 20
approaches compared on clickbait spoiler genera-
tion task by Hagen et al. (2022a) these two were the
most effective ones. Note, that the results reported
for these approaches in this work are significantly
lower than therein, since we report the performance
over all three types of spoilers, including multipart.

The ensemble approach with the pointwise
ranker used DeBERTa-based regressor, which ob-
tained MSE of 0.384 on test set. Similarly, the
classifier used in the pairwise approach achieved
balanced accuracy of 90,8% on the test data.

Following earlier works, we evaluated the ap-
proaches with three metrics: BLEU (Papineni et al.,
2002), METEOR (Banerjee and Lavie, 2005), and
BERT Score (Zhang et al., 2020). All experiments
were performed on a single Nvidia A100 GPU.

Some additional experiment details and results
can be found in the online appendix2.

3.2 Comparing the proposed approaches with
related works

The results of QA-based approaches, ensemble
models as well as individual fine-tuned LLMs can
be found in Table 2. The best-performing ap-
proach according to BLEU, METEOR, and BERT
Score F1 is the proposed ensemble with a point-
wise ranker. This ensemble provides the improve-
ment of approx. 2 percentage points in terms of
BLEU and METEOR over the best of its compo-
nents i.e. Vicuna model with specific prompts for
each spoiler type. The second-best approach was
the ensemble with pairwise ranker which offered
limited improvement over the individual LLMs.

Overall, each of the approaches using LLMs ob-
tained better results than previous state-of-the-art
approaches based on extractive question answer-
ing. The only metric on which the QA-based ap-
proaches (RoBERTa and DeBERTa) stand out is
BERTScore Precision. Still, BERTScore Recall is
higher for LLM and ensemble approaches, making
them more effective in terms of F1 measure, which
combines both precision and recall.

1This is the default fine-tuning approach for QA-task of
BERT (Devlin et al., 2019), more details therein.

2https://www.cs.put.poznan.pl/mlango/
publications/inlg23.pdf

https://www.cs.put.poznan.pl/mlango/publications/inlg23.pdf
https://www.cs.put.poznan.pl/mlango/publications/inlg23.pdf


BERT Score
Model BLEU METEOR Precision Recall F1
RoBERTa 31,78 0,387 0,904 0,883 0,893
DeBERTa 32,20 0,398 0,907 0,884 0,894
LLaMA 13B 37,70 0,474 0,895 0,901 0,897
Vicuna 13B 38,80 0,481 0,898 0,903 0,900
Vicuna 13B with type-based prompts 40,02 0,492 0,899 0,905 0,901
Ensemble with pairwise ranker 40,76 0,500 0,901 0,907 0,904
Ensemble with pointwise ranker 42,13 0,517 0,902 0,909 0,905

Table 2: The experimental results of previous state-of-the-art QA-based methods compared with our ensembling
approaches and LLMs. All the metrics are computed on Webis Clickbait 22 corpora (Hagen et al., 2022b).

BERT Score
Model BLEU METEOR Precision Recall F1
DeBERTa 32,20 0,398 0,907 0,884 0,894
DeBERTa trained on questions 37,82 0,451 0,913 0,895 0,903
Baseline ensemble 42,28 0,506 0,910 0,908 0,909
Ensemble with pairwise ranker 43,57 0,520 0,912 0,911 0,911
Ensemble with pointwise ranker 44,45 0,532 0,911 0,913 0,911

Table 3: The experimental results of the ensemble that combines previously proposed methods for passage and
phrase spoiler types (DeBERTa) with the newly proposed approaches for clickbait spoiler generation.

3.3 Combining previous SOTA models with
the proposed ones

In the final experiment, we decided to verify
whether it is possible to obtain even better results
by combining our approaches with QA-based mod-
els previously designed for clickbait spoilers of
phrase and passage types only.

As a QA model, we use the fine-tuned DeBERTa
model, since it gave the best results both in our
experiments from the previous section and in the
experiments of Hagen et al. (2022a). As we men-
tioned in Sec. 2.1, our approaches generate spoilers
for clickbaits converted into interrogative sentences
in order to facilitate better knowledge transfer from
the pre-trained models. We also fine-tuned De-
BERTa on such preprocessed data and found im-
proved performance. Therefore, this model (later
denoted DeBERTa-q or ”DeBERTa trained on ques-
tions”) was used for ensembling.

The operation of ensembles reported in this sec-
tion slightly differs from what was described in
Sec 2.3 to better account for QA-based approaches’
suitability for passage and phrase spoiler types. If
the generated spoiler is of mutli-part type, the list
of candidate spoilers is generated as previously, i.e.
from three fine-tuned LLMs. However, if the gen-
erated spoiler is of phrase/passage type then only
spoiler candidates from DeBERTa-q and Vicuna

with customised prompts are considered. As previ-
ously, the selection of the best spoiler among the
candidates is performed by a ranker.

The results of these approaches are reported in
Table 3. It can be seen that DeBERTa-q achieves
significantly better results than DeBERTa for all
metrics considered. However, the ensemble with
LLMs provides further significant improvements.

As a form of sanity check for our ensemble ap-
proach that uses a ranker to select the best spoiler,
we have also implemented a trivial ensemble (base-
line ensemble) that uses DeBERTa-q for all passage
and phrase spoilers and Vicuna with type-based
prompts for multi-part spoilers. Although such a
form of ensembling is also advantageous in that the
performance obtained is better than that of the in-
dividual models, using any variant of the proposed
ensemble with a ranker still improves the results.
For example, for the METEOR measure, the im-
provement is almost 2% for the pairwise approach
and 3% for the pointwise approach.

Table 4 presents a more detailed analysis of
the performance of the spoiler generation meth-
ods, i.e. the results are reported separately for each
spoiler type. Although the newly proposed ensem-
ble approaches achieve better performance for each
spoiler type, the most significant improvement is
observed for the most difficult multi-part spoilers,



BERT Score
Model spoiler type BLEU METEOR Recall F1 Precision

DeBERTa
phrase 56,00 0,569 0,934 0,932 0,931
passage 20,10 0,304 0,858 0,869 0,883
multi-part 2,07 0,204 0,822 0,860 0,902

DeBERTa trained on questions
phrase 62,50 0,627 0,946 0,942 0,939
passage 21,60 0,319 0,861 0,872 0,885
multi-part 4,10 0,224 0,829 0,862 0,900

Ensemble with pairwise ranker
phrase 63,30 0,617 0,945 0,943 0,942
passage 30,00 0,416 0,882 0,887 0,894
multi-part 27,30 0,525 0,894 0,886 0,879

Ensemble with pointwise ranker
phrase 65,30 0,645 0,950 0,946 0,942
passage 30,30 0,424 0,884 0,887 0,892
multi-part 28,60 0,522 0,894 0,887 0,881

Table 4: The performance of clickbait spoiler generation models for each spoiler type.

Clickbait Reference DeBERTa Vicuna
Agency might plant
a garden on the
moon.

NASA NASA lunar sunlight

10 habits of incredi-
bly happy people

1 they slow down to appre-
ciate life’s little pleasure 2
they exercise 3 they spend
money on other people (...)

they have a growth
mindset

1 they slow down to appre-
ciate life’s little pleasure 2
they exercise 3 they spend
money on other people (...)

Table 5: Two examples of spoilers generated by different methods. The spoilers in italics were selected by pointwise
ranker (The ensemble also includes the LLaMA model, the output of which is not shown due to page limits.).

which are the focus of our paper. For example, the
best ensemble model achieves an improvement of
over 25 in terms of BLEU score over the previous
DeBERTa model.

Two examples of generated spoilers are pre-
sented in Table 5 (more examples in the appendix).
It can be observed that the previous SOTA approach
(DeBERTa) fails to extract the correct spoiler of the
multi-part type, but Vicuna model generates it cor-
rectly. In contrast, DeBERTa extracts the correct
phrase spoiler and Vicuna fails to do so. In both
cases, the pointwise ranker was able to indicate the
correct spoiler.

4 Summary

In this paper, we have shown that using fine-tuned
LLMs can be a simple, yet effective way of deal-
ing with clickbait spoiler generation for all three
spoiler types considered, i.e. including multi-part
spoilers. We also demonstrated that ensembling
several such models with a ranker that selects the
most suitable spoiler leads to improved results, es-

pecially when using a pointwise ranker. Finally, we
show that combining state-of-the-art approaches
for phrase and passage spoiler types based on ques-
tion answering with the newly proposed ones based
on LLMs leads to further improvements.

Supplementary Materials Availability State-
ment: Source code is available on Github reposi-
tory3. All experiments were performed on Webis
Clickbait 22 corpora which is available on Zen-
odo (Hagen et al., 2022b).
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Matthias Hagen. 2016. Clickbait detection. In Euro-
pean Conference on Information Retrieval.

Victoria Rubin, Nadia Conroy, and Yimin Chen. 2015.
Towards news verification: Deception detection meth-
ods for news discourse.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier
Martinet, Marie-Anne Lachaux, Timothée Lacroix,
Baptiste Rozière, Naman Goyal, Eric Hambro, Faisal
Azhar, Aurelien Rodriguez, Armand Joulin, Edouard
Grave, and Guillaume Lample. 2023. Llama: Open
and efficient foundation language models.

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q.
Weinberger, and Yoav Artzi. 2020. Bertscore: Eval-
uating text generation with bert. In International
Conference on Learning Representations.

https://www.aclweb.org/anthology/W05-0909
http://arxiv.org/abs/1610.09786
http://arxiv.org/abs/1610.09786
http://arxiv.org/abs/1610.09786
https://lmsys.org/blog/2023-03-30-vicuna/
https://lmsys.org/blog/2023-03-30-vicuna/
https://lmsys.org/blog/2023-03-30-vicuna/
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.5281/zenodo.6362726
https://doi.org/10.5281/zenodo.6362726
https://openreview.net/forum?id=XPZIaotutsD
https://openreview.net/forum?id=XPZIaotutsD
http://proceedings.mlr.press/v97/houlsby19a.html
http://arxiv.org/abs/2106.09685
https://doi.org/10.1561/1500000016
https://doi.org/10.1561/1500000016
http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/1907.11692
https://doi.org/10.1080/17512786.2019.1628658
https://doi.org/10.1080/17512786.2019.1628658
https://doi.org/10.1080/17512786.2019.1628658
https://doi.org/10.13140/2.1.4822.8166
https://doi.org/10.13140/2.1.4822.8166
https://doi.org/10.48550/ARXIV.2302.13971
https://doi.org/10.48550/ARXIV.2302.13971
https://openreview.net/forum?id=SkeHuCVFDr
https://openreview.net/forum?id=SkeHuCVFDr

